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Maxflat Fractional Delay IIR Filter Design

Xi Zhang, Senior Member, IEEE

Abstract—Fractional delay (FD) filters are an important class
of digital filters and are useful in various signal processing appli-
cations. This paper discusses a design problem of FD infinite-im-
pulse-response (IIR) filters with the maxflat frequency response in
frequency domain. First, a flatness condition of FD filters at an ar-
bitrarily specified frequency point is described, and then a system
of linear equations is derived from the flatness condition. There-
fore, a set of filter coefficients can be easily obtained by solving
this system of linear equations. For a special case in which the
frequency response is required to be maxflat at w = O or 7, a
closed-form expression for its filter coefficients is derived by solving
a linear system of Vandermonde equations. It is also shown that
the existing maxflat FD finite-impulse-response (FIR) and IIR fil-
ters are special cases of the FD IIR filters proposed in this paper.
Finally, some examples are presented to demonstrate the effective-
ness of the proposed filters.

Index Terms—Degree of flatness, fractional delay, infinite-im-
pulse-response (IIR) digital filter, maxflat filter design.

1. INTRODUCTION

RACTIONAL DELAY (FD) filters are an important class
F of digital filters, and have been found numerous appli-
cations in signal processing, image processing, and so on [2],
[3]. FD filters are required to have a specified fractional delay
and constant magnitude response. Thus, both the magnitude
and group delay (or phase) responses need to be approximated
simultaneously. The least-square, minimax (Chebyshev), and
maxflat (maximally flat) criteria can be used for this simulta-
neous approximation of FD filters, as described in [2]. In this
paper, we will use the maxflat criterion to optimize the fre-
quency response of FD filters. Conventionally, finite-impulse-
response (FIR) filters have been used in the design of FD filters
[2]1-[7], [9], [12]. It has been shown in [4]-[6] that the maxflat
approximation leads to the closed-form solution of FD FIR fil-
ters with the maxflat frequency response at w = 0. Compared
with FIR filters, infinite-impulse-response (IIR) filters except
allpass filters are seldom used to design FD filters. Allpass IIR
filters have a constant magnitude response at all frequencies,
thus are suitable for using as FD filters. For allpass filter design,
only its group delay or phase response needs to be optimized.
The closed-form solution has been given in [8] for allpass FD
filters with the maxflat frequency response at w = 0, while the
equiripple phase approximation for allpass filters was also pro-
posed in [10]. In recent years, a general class of maxflat FD IIR
filters have been discussed in [14]. In [14], the Peano kernel is
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used in time domain to derive the closed-form solution of FD
IIR filters with the maximal degree of exactness, which corre-
spond to a class of FD IIR filters with the maxflat frequency
response at w = 0.

In this paper, we discuss the design problem of FD IIR fil-
ters with the maxflat frequency response at arbitrarily specified
frequency points in frequency domain. Firstly, we describe a
flatness condition of FD filters at the specified frequency point.
Then, we derive a system of linear equations from the flatness
conditions in frequency domain, and thus can obtain easily a
set of filter coefficients by directly solving this system of linear
equations. We also consider a special case in which the fre-
quency response is required to be maxflat at w = 0 or 7. In
this case, it is seen that the linear equations become the Van-
dermonde ones, thus, we can solve the linear system of Vander-
monde equations to get a closed-form expression for its filter
coefficients. It is also shown that the maxflat FD IIR filters pro-
posed in this paper include the existing maxflat FD FIR and IIR
filters as special cases. Finally, some design examples are pre-
sented to demonstrate the effectiveness of the maxflat FD IIR
filters, and to investigate the causality and stability of the pro-
posed IIR filters.

II. FD IIR FILTERS

Let H(z) be the transfer function of a general class of IIR
digital filters

N
> apz™"
H(z)= "2 (1)

M
> bpzT™
m=0

where N(€ Z) and M (€ Z) are degrees of numerator and de-
nominator, respectively, a, b,, (€ R) are real filter coefficients,
and bg = 1. If M = 0, then H(z) in (1) becomes a FIR filter.
Alsoif N = M and a,, = by _, then it will be an allpass filter.
The frequency response of H(z) is given by
N )
anpe I
o P =
H(el) = [H(e™)|e"™) = 22— )
bmefjmw
m=0
where | H (e’“)| is the magnitude response of H (z), and 6(w) is
its phase response. Then, the group delay response of H(z) is
defined by

08(w)
=—- . 3
rw) = -5 )
The desired frequency response of FD filters is given by
Hy(e??) = e 7 {EFs)wt0} (0 < ) < 1) 4)
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where K (€ Z) is an integer delay, s(€ R) is a fractional delay
in the range [—0.5, 0.5], and #y(€ R) is a constant phase offset
in [—7, 7. In the literature [2]-[9], [14], only the case of 8y = 0
has been addressed. Here, we will discuss more genaral cases
with any given 6.

Let E(w) be the weighted error function between H (e*’) and
Hd(ejw)

E(w) = W(w)[H (™) - Ha(e™*)] ©)

where W (w) is a real and positive weighting function. There-
fore, the design problem of FD filters is the approximation of
H(e’*) to Hy(e?*), that is, the minimization of the weighted
error function F(w) in the specified criterion, e.g., in the least-
square, or minimax, or maxflat sense.

III. MAXFLAT FD IIR FILTERS

In this section, we describe the design of FD IIR filters in the
maxflat sense. Both the magnitude and group-delay responses
are required to be flat at the specified frequency point w = wy,.
Thus, the flatness conditions are given by

|H(e)||omw, =1

{%ﬁju)"w_w =0(r=12,...,R1 — 1) (6)
@)loms, = K+s

{%@‘M_w =0(r=1,2,...,Ry—2) )

where Ri(€ Z) and Ry (€ Z) are parameters that control the
degree of flatness of the magnitude and group delay responses,
respectively. In the following, we will discuss only the case of
R = Ry = Rs.

Let H(ei*) = H(ei*)ed{(E+s)w+00} From (1), we have

H(e7%) = H(e??)edl(EFs)wtto} (8)
N
anej{(K—I—s—n)w—l—Qo}
_ & _Nw)
M . D(w)
> bpeTime
m=0
where
N
N((U) e Z anej{(K'i's_n)w'i'eO}
" (10)
D(w) = 3 bpe ™.
m=0
Then the desired frequency response of H (e7*) becomes
Hy(e'*) = 1. 1)
It is clear from (9) that
|H (e7%)| = |H(e')]| (12)
{ T(w) = 7(w) = (K + )

where | H (¢/“)| and 7(w) are the magnitude and group delay
responses of H (e7*), respectively. Therefore, the flatness con-
ditions in (6) and (7) are equivalent to

() lums, =1 13
o) —or=12...,R-1 3

wW=wp
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=0(r=0,1,...,R—2).

w=w,

14
ow” (14
It should be noted that R = Ry = Rs.

Assume that f(w) is the phase response of H (¢/*), then we
have

o (15)

Itis also required that the actual phase of the filter is equal to the
desired phase at w = wy, i.e., #(w,) = 0. Thus, the condition in
(14) becomes
I 0(w)
ow"”

LR-1).  (16)

Theorem 1: The flatness conditions in (13) and (16) are
equivalent to
H(e) e, =1
9" H(e'™) =0(r=1,2,...,R—1).

ow™ _
w=wp

7)

Proof: Since H (/) =
1 means |H (¢/7)| = 1 and f(w

|E (79)]e7%(), then H (¢7%7) =
») = 0, and vice versa. We have

OH(e™) _ ()] oy iy 27
_OHE)] e 0@ | e
Since |H (e#7)| = 1 and é(wp) = 0, then
OH (e7%) _BlH(e7)) 08(w)
Ow B N Ow 3 +J ow | - (19)

Thus, 8|H(e]“’)|/8w|w —w, = 0and 00(w)/Ow] = —w, = 0 are
equivalent to OH (/)] Ow|.— —w, = 0. Similarly, we have

O2H (e3+)

Ow?

+|131(er

_ P <a|H<ew>| 9h(w)
]ejé(w)

|_ Ow? Ow
8w2 )

() ) )] ) i
SUIICRILTE

oA (i
L1

32[:[ jw
()],

ed8(@)

N 2 22 w
() (—a‘;(”)) + () 20
(20)

Since |[H (e7“r)| = 1,0(wp) = 0,and 9H (%) / dw|m,, = 0,

00(w)/0w|w=w, = 0, then

O H (e7)
Ow?

_ | H ()]
o Ow?

C9%0(w
j (w)

Ow?

LA)ZUJP w:wp
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which means that 92| H (e7°)| ) 0w?|.o= wy = 0 and
920(w)/0w?|wew, = 0 are equivalent to 92 H(e7%) /0w? | =,
= 0.

Whenr = 3,4,...,R — 1, 8iﬁ(ejw)/8wi|w=wp = 0 and
9'(w)/Ow'|=w, = 0fori=1,2,...,r — 1, then we have

o H (el*) O H(e7) L 970 (w)
ow” 3 - ow" 3 J dw™ _
(22)
Therefore, it can be seen that 8T|fl(ej“’)|/8w7‘|w:w£ =0
and 0"0 ( )/0w"|w=w, = 0 are equivalent to O"H(ew)/
0w |p=w, = 0. ]
Theorem 2: The condition in (17) is equivalent to
O"N(w) 0" D(w)
— = — =0,1,...,R—1).
ow" =, ow" . (r=01,.... k1)
(23)

_ Proof: From (9), we have N(w) = H(e’)D(w), then
H(ei*r) = 1 means N(wp) = D(w,).

We have
ON(w) OH (e3+) 8o g OD(w)
. - oL D(w)+ H(e’*) R (24)
Thus, 9H (¢7%) /0w|.=.,, = 0 is equivalent to
ON (w) 0D(w)
= 2
ow =, ow =, 25)
Forr = 2,3,..., R — 1, we have
ON(w) () 0" H(e) 0" D(w)
el S , , — . 2
ow" ; ( i ) Owr—* ow* (26)
Since H(e/r) = 1 and 9'H(e*)/0w'| e, = 0 fori =

1,...,7 — 1, then 3’"H(e]“’)/8w’"|w_wp = 0 is equivalent to

0"N(w)
ow”

_ 9" D(w)

ow" @7)

w=wyp wW=wyp

According to Theorems 1 and 2, the flatness conditions of
FD filters have been reduced to (23). By substituting N (w) and
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D(w) in (10) into (23), we derive a system of linear equations
as follows:

N M
Z (K+s—n) e]{(K'i'g mwptboly — Z(_m)re_jmw;ﬂbm
n=0 —
(28)
forr =0,1,...,R - 1.
Ifw, # 0 and w, # m, we use by = 1 and divide (28) into
(N
(K4 s—n) cos{(K + s —n)w, + bo}an
n=0
M
— > (—m)" cos(mwp)bm = 6(r)
N m=1 7
Z (K +s— n)T sin{(K + s — n)wp + Ho}an
" M
+ Y (—m)" sin(mwp )by, =0
\ m=1
(29)
where
1 =0
5(r) = {0 (r # 0). (30)

Therefore, we can solve the system of linear equations in (29)
to obtain a set of filter coefficients if R = (N + M + 1)/2. It
should be noted that N + M + 1 must be an even number. The
resulting FD IIR filters have the maxflat frequency response at
w = wp. Only computation required in the design is to solve the
system of linear equations in (29).

A. A Special Case With w, = 0

When w, = 0, the phase offset must be 6y = 0, or &, since
only the filters with the real-valued coefficients are considered
in this paper. We discuss only the case of g = 0, because in the
case of fp = £, we just need change the sign of a,, in the case
of 6y = 0. Therefore, (28) becomes

N M
S UK +5=n)an— Y (=m)by =8(r) (1)
n=0 m=1

forr =0,1,..., R — 1, which is rewritten in matrix form as

Va=u (32)
where @ = [(10 A1y -y aN,bl,...,bM]T,'u, = [1,0,...,0]T

[see the equation, shown at the bottom of the page]. It should be
noted that V' is the Vandermonde matrix with distinct elements

1 1 1 -1 -1
v K+s K+s—-1 K+s—N —(-1) —(—M)
(K—i— S)R—l (K—i— s — 1)R—1 (K—I— s — N)R—l _(_1)R—1 _(_M)R—l
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if s # 0.1 Therefore, there always exists a unique solution if
R = N + M + 1. By using the Cramér’s rule, we can obtain
the presentation of the filter coefficient as a quotient of two Van-
dermonde’s determinants. Therefore, a closed-form solution is
obtained as

N
[[G—K-s)
n 1! i=
ap = (_1) +1ng(11\\r[_n)g M s
[G—n+K+s) (33)

i=0

N .
by = (—1)™ mg(]é[dim)! ,1:[0 l_L;LI_{I_(g_S

forn = 0,1,...,Nand m = 1,2,...,M. Once N, M, K
and s are given, a set of filter coefficients a,, and b, can be
easily calculated by using (33). If we set M = 0 in (33), then
the maxflat FD FIR filters proposed in [4]-[6] can be obtained.
Also if N = M, then it is seen that a,, = by_,, thus the
resulting filters become the maxflat allpass filters proposed in
[8]. Therefore, it is clear that the existing maxflat FD FIR and
allpass filters are two special cases of the proposed maxflat FD
IIR filters. In [14], the same closed-form solution as (33) has
been also derived by using the Peano kernel in time domain. The
main difference is that in this paper, we have derived it from the
flatness conditions in frequency domain, thus the condition can
be imposed at the arbitrarily specified frequency points, whereas
in [14], the derivation was done in time domain, so it is difficult
to impose the flatness condition at any frequency point except
wp = 0.

B. A Special Case With w, = II

When w, = m, the phase offset must satisfy (K + s)m+ 0y =
km, where k € Z. It is seen that if &k = K, then 0§y = —sm,
andif £k = K £ 1,thenfy = (1 — s)7 for 0 < s < 0.5, and
6o = —(1 + s)w for —0.5 < s < 0. Here we discuss the case
of even k. Similarly, just the sign of a,, need to be changed for
odd k. Therefore, (28) becomes

N M
DK +s—n) (=1 an =Y (=m)"(=1)"by = 8(r)
n=0 m=1
(34)
forr =0,1,..., N + M, and then the closed-form solution is
N
[[G-K=-s)
Vil —
an = — n!(ét{;n)! A170
[[G—n+EK+s) (35)
i=0
M! T
b = m!(M—m)! H i—-m—K—s
1=0
forn=0,1,....Nandm = 1,2,..., M.

C. Extension to Multiple Frequency Points

An extension of FD filters with the maxflat frequency re-
sponse at a single point to multiple frequency points is straight-
forward. Let Rpo, Rp1, ..., Ry —1), Rpr be parameters that

"'When s = 0, the desired delay is integer K, and can be easily realized by
=z~ K So this case needs not be considered in the design.
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control the degree of flatness at w = 0,wp1, ..., wpL—1), 7,
respectively, where 0 < wp1 < -+ < wppo1) < m If
Ryo + 2(Rp1 + -+ + Byz—1y) + By = N + M + 1, we
can solve the system of linear equations in (29), (31), and (34)
to obtain FD IIR filters with the maxflat frequency response at
multiple frequency points.

IV. STABILITY ISSUE

In the previous section, we have described the design of the
maxflat FD IIR filters. However, it is not known whether or not
the obtained IIR filters are causal stable. In the following, we
will discuss the causality and stability of the maxflat FD IIR
filters. Since the filter coefficients can be easily obtained only
by solving a system of linear equations, we can examine the
causality and stability of the filters by checking whether its poles
are located inside the unit circle. We have found that the pro-
posed maxflat FD IIR filters seldom have its poles at the unit
circle. However, its poles may be located outside the unit circle
depending on the group delay K + s. IIR filters with some poles
located outside the unit circle are not causal stable, but can be
divided into the causal and anticausal stable parts that have the
poles inside and outside the unit circle respectively. Such IIR
filters are realizable in some applications such as image pro-
cessing and offline processing, and have a potential of having
a better frequency response [1]. When causal stable IIR filters
are needed, for example, in real-time processing applications,
we have to choose the group delay K + s carefully. It is known
in [8] and [10] that allpass filters with N = M become causal
stable if the group delay satisfies K +s > N — 1. Moreover, I[IR
half-band filters, a special case of FD IIR filters with s = 0.5,
have been also discussed in [11]. It has been pointed out in [11]
that the filters are causal stable when the group delay is larger
than a specific value, which is dependent on N and M. Simi-
larly, we have found that the maxflat FD IIR filters with w,, = 0
or m become causal stable if we choose the desired group delay
K + s to be larger than a specific value, which is dependent on
the filter degree N and M. However, when w;, # 0 and w,, # 7,
the situation will be more complicated, and the phase offset 6
and the frequency point w,, influence the causality and stability
of the filters also. See the following design examples in detail.

V. DESIGN EXAMPLES

In this section, we present several design examples to demon-
strate the effectiveness of the proposed maxflat FD IIR filters.
Moreover, we investigate the causality and stability of the ob-
tained IIR filters and compare the filter performance with the
existing maxflat FD FIR and allpass filters.

Example 1: We consider the design of the maxflat FD IIR
filters with NV = 8 and M = 4. The degree of flatness at w,, = 0
issetto R = N + M + 1 = 13, and the phase offset is §y = 0.
The integer delay is K = 7, and the fractional delay is chosen
from s = —0.5to s = 0.5 at intervals of As = 0.2. The
filter coefficients are calculated by using (33), and the resulting
magnitude and group delay responses are shown in Figs. 1 and
2, respectively. It is seen in Fig. 1 that the obtained magnitude
responses are flat at w = 0, and are under the influence of the
fractional delay s, particularly in the higher frequency. In Fig. 2,
the group delay responses are also flat at w = 0, and can be
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Fig. 1. Magnitude responses of the maxflat FD IIR filters in Example 1.
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Fig. 2. Group delay responses of the maxflat FD IIR filters in Example 1.

arbitrarily specified. To examine the causality and stability of
the filters, we have designed many filters by changing the group
delay from K + s = 0 to K 4+ s = 500 at intervals of 0.01,
and then checked whether all poles are located inside the unit
circle. It has been found that the obtained maxflat FD IIR filters
are causal stable when K + s > 5.80.

Example 2: We consider the design of the maxflat FD IIR
filters with N + M = 10, and the desired delay K = 5 and
s = 0.2. The degree of flatness at w, = Oissetto R = N +
M + 1 = 11, and the phase offset is §y = 0. We have designed
the maxflat FD IIR filter with N = 7 and M = 3 by using
(33). The FD IIR filters with N = 7 and M = 3 become causal
stable when K + s > 4.64. The resulting magnitude and group
delay responses are shown in the solid line in Figs. 3 and 4,
respectively. We have also designed the maxflat FD FIR filter
with N = 10 (M = 0), and allpass filter with N = M = 5.
Their magnitude and group delay responses are also shown in
Figs. 3 and 4. It is seen in Fig. 3 that the magnitude response of
allpass filter is always 1 at all frequencies, whereas the IIR filter
with N = 7 and M = 3 has more flat group delay response
than the FD FIR and allpass filters, as shown in Fig. 4.

Example 3: We consider the design of the maxflat FD IIR
filters with N = 7 and M = 4, and the desired delay K = 6
and s = 0.1. The degree of flatness at w,, = w/2is setto R =
(N + M + 1)/2 = 6. The phase offset is chosen as #y = 0 and
6o = £0.37. We have designed three maxflat FD IIR filters with
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Fig. 3. Magnitude responses of the maxflat FD IIR filters in Example 2.
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Fig. 4. Group delay responses of the maxflat FD IIR filters in Example 2.

6o = 0, £0.37 by solving the system of linear equations in (29).
The resulting magnitude and group delay responses are shown
in Figs. 5 and 6, respectively. It is seen in Figs. 5 and 6 that the
magnitude and group delay responses of these filters are under
the influence of the phase offset . These obtained IIR filters
have all poles inside the unit circle and thus are causal stable.
We have also found that when 8¢ = 0, the filter is causal stable
if K+s > 5.32. However, when 6y = —0.3, the desired group
delay must satisfy 4.31 < K + s < 5.30or K + s > 5.42 to
guarantee the causality and stability, while when 6y = 0.3, the
range having causal stable IIR filters is 4.33 < K + s < 4.63,
470 < K + s < 5.71 and K + s > 5.93. It is clear that the
causality and stability of the filters is dependent on the phase
offset 6 also, which needs to be further investigated.

Example 4: We consider the design of the maxflat FD IIR fil-
ters with N = 9 and M = 5. The desired delay is K = 8 and
0.3, and the phase offset is § = 0. The degree of flat-
nessis R0 = Satwpy = 0,and R,; = 5 at wy1. Note that
Ry +2R,1 = N+ M 4 1 = 15. First, we have designed the
maxflat FD IIR filter withw,; = 0.6 7. Its magnitude and group
delay responses are shown in the solid line in Figs. 7 and 8, re-
spectively. We have investigated the filters with0 < K +s < 25,
and found that it is causal stable if 7.2 < K + s < 10.33,
1241 < K + 5 < 13.66,15.84 < K + s < 16.99,19.21 <
K+s<20.32,and 22.58 < K + s < 23.66.Itis seen that com-
pared with the maxflat FD IIR filters at a single frequency point,
the causality and stability of the filters with multiple frequency

s =
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Fig. 5. Magnitude responses of the maxflat FD IIR filters in Example 3.
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Fig. 6. Group delay responses of the maxflat FD IIR filters in Example 3.
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Fig. 7. Magnitude responses of the maxflat FD IIR filters in Example 4.

points is more complicated. We have designed two maxflat FD
FIR filter with wy; = 0.47 and w1 = 0.27, which are also
causal stable. Their magnitude and group delay responses are
also shown in Figs. 7 and 8. It is found that the frequency point
wp1 influences the causality and stability of the filters too.

VI. CONCLUSION

In this paper, we have discussed the design problem of FD IIR
filters with the maxflat frequency response at arbitrarily speci-
fied frequency points. A system of linear equations has been de-
rived from the flatness conditions in frequency domain, and then
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Fig. 8. Group delay responses of the maxflat FD IIR filters in Example 4.

the filter coefficients can be easily obtained by directly solving
this system of linear equations. If the frequency response is re-
quired to be maxflat at w = 0 or 7, a closed-form expression for
its filter coefficients can be derived via the Vandermonde ma-
trix. The maxflat FD IIR filters proposed in this paper include
the existing maxflat FD FIR and IIR filters as special cases. Fi-
nally, some design examples have been shown to demonstrate
the effectiveness of the maxflat FD IIR filters, and to investigate
the causality and stability of the proposed filters.
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